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In this quarter, I have been focusing on implementing a fast time-domain nonlinear circuit solver – SILCA, which will be used as a choice for the CoSMoS solver.

SILCA stands for Semi-Implicit Linear Centric Analysis. Two key ideas are accomplished in this quarter – they are both based on the conjecture that the cost of LU factorization is much higher than that of forward/backward substitution:

1. Iterative Semi-Implicit variable-step time domain simulation

A new Semi-Implicit integration formula (applied to the Trapezoid method now) has been introduced to decrease the #LU factorizations during time-domain simulation. It’s first implemented in a direct linear solver, but the result is not exciting because the tuning range of the variable-step factor is very limited by the accuracy and stability requirement. Therefore, rather than using a direct linear solver, an iterative linear solver is implemented with the solution from the direct linear solver as an initial guess. The accuracy and stability requirement will be satisfied since the final solution of the iterative solver is actually the implicit solution, while the tuning range of the variable-step factor is relaxed. By this way, the #LU factorizations can be saved about 8~20X for different examples. Further more, the MNA load cost will also be decreased with the decreased # LU factorizations. The drawback is that #iterations (forward/backward substitutions) is increased about 2X. It should be noticed that the increase of #iterations means the increased device model evaluation cost, too. Although table-look-up device models will reduce the device evaluation cost, more efficient methods should be found to decrease the #iterations.

2. Variable Successive Chord method for nonlinear simulation

The successive chord (SC) method has been suggested as the nonlinear solver core instead of the Newton-Raphson (NR) method because SC can decrease #LU factorizations greatly. However, the drawback of SC is that 1) the # iterations is much higher for some strongly nonlinear ckts, which will affect convergence speed and the variable-step time control scheme; 2) Even for a converged solution, the result may be not accurate for a strongly nonlinear ckt. To tackle this problem, we tried to use a variable SC method. The basic idea is that we split the nonlinear curve to different segments, each of which represents a weakly nonlinear curve and uses the same chord during simulation. If the simulation enters a different segment, a new LU is performed. Otherwise, no LU is needed. By this way, a similar convergence speed and accuracy is achieved as that using NR method while the #LU can be decreased dramatically. The remaining idea to be implemented is the rank-one update, which exploits the fact that only a few MNA elements need to be updated (rather than performing a new LU factorization) each time a chord is changed. The rank-one update will decrease the LU cost by another order of magnitude.

Plans for the next quarter:

1. Rank-one update for the variable SC method;

2. Implementation of MOSFET table-look-up models;

3. Solver implementation optimization;

4. Test with practical examples;

